
When migration occurs: 

“We assume cycle-stationary traffic conditions because it is well known that data-center traffic 

matrices exhibit strong diurnal patterns and are typically cycle-stationary [40], [42], [43]. We denote 

with N the number of stationary intervals after which the same traffic characteristic occurs again. We 

denote the duration of a stationary interval with Δt and we assume that in the h −th (h =0 ,1,···,N−1) 

stationary interval the traffic state Sh occurs and characterized by the values of bandwidth BWh,i (i =1 

,···,T) of the T offered SFCs.” 

It goes off previous research that the cycle of traffic is very similar from day to day and uses this 

information to break the day up into what they call traffic states. The traffic states are put into a set with 

S0 being the peak hour interval which is the highest traffic time of the day. Migration occurs in between 

traffic states and is done in order to reduce cost over the upcoming traffic state. This paper does not 

give any indication as to how many or the length of the traffic states is determined. 

How this algorithm differs from our approach: 

This paper focuses on what is called a Service Function Chain that can contain any combination of Virtual 

Network Functions. The service function chain contains one or more network function that is necessary 

for the data to pass through. Each transaction of data may call for a different service function chain. 

Also, this approach has a heavy emphasis on consolidation of network functions, taking into 

consideration the amount of processing power of the switches to see if they can hold more virtual 

network functions. The consolidation allows for the system to conserve power and turn off unused 

switches. As a whole the algorithm looks to minimize bandwidth rejected and also to minimize running 

costs as a function of power costs coming from having machines turned on and reduction of 

functionality costs coming from loss in quality of service while the system migrates and consolidates 

virtual network functions. 
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