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Introduction

Problems:
• service providers rely on middleboxes to 

realize the network functions
• The drawbacks of dedicated hardware

results in difficulties in deployment and 
maintenance, prolonged time to market, and 
high expenses

• Cannot adapt to cloud computing and big 
data



Introduction

Network Function Virtualization(NFV):
• Dedicated hardware--> Software Defined Elements
• IT Resource Virtualization
• Processes traffic with virtual network functions(VNF)
• Don't worry hardware environment



Introduction
Service Function Chain(SFC):
• Network service with a series of connected VNFs

Challenge for networking control and management 
for the constraints  on IT and Bandwidth resources



Introduction

Challenges:
• More and more mobile users are trying to 

access their services wherever and 
whenever.

• Consequently, SFCs need to be readjusted 
to ensure service continuity when the users 
are moving

• VNFs might be added in or removed from 
SFCs to adapt to their demands.



Introduction
Static SFC deployment:
• Make the paths of users and VNFs sub-optimal
• Unnecessary bandwidth consumption
• degrade user experience.
• cannot change their SFC patterns on-the-fly
Dynamic SFC deployment:
• Overhead from VNFs migrations is high
• Need to balance the tradeoff between resource 

consumption and operational overhead.



Introduction

Goals:
• Optimize VNFs deployment and 

reassignment to efficiently orchestrate 
SFCs in respond to dynamic user demands.



Introduction

Scenario Considerations:
• VNF Deployment: IT and Bandwidth 

resource consumption
• VNF reassignment: the associated 

operational overhead.



Introduction

Specific Methods:
• Formulate an integer linear programming 

(ILP) model to maximize the service 
provider’s profit under the resource and 
operational overhead

• Design a column generation (CG) modelto 
approximate the performance of the ILP.



Problem Description

NetWork Model:
• G = (V, E)
• V = Vd Ս Vs

•Switches: the access points for mobile users  and forward 
data traffic in the network

• DCs contain the IT resources for VNF deployment
• Each DC is locally attached to a switch.

V V
E

Vd

Vs •Be: Bandwidth Capacity
•Cv: IT Resource Capacity of a DC
•p: Set of NFV types instantiated in 
the DCs

•a p-th type VNF denoted its IT 
resource requirement as cp can 
server np users at most.



Problem Description

User i's service = 
• vi ∈Vs:Switch for its current 

access
• gi Required SFC(Series of 

VNFs)
• si: source of traffic flow
• βi: Bandwidth requirement on a 

connection between two 
adjacent VNF

• ri: profit for the service



Problem Description
Dynamic SFC Deployment and Readjustment
• Γ = Γ1 Ս Γ2

• Γ1: The set of new users that are at the first time to access 
the network

• Γ2: in-service users
• The overhead of the service provider is mainly from 

allocating new users to their required VNFs and migrating 
the services of in-service users to VNFs at new locations. 

• Count how many VNFs the service provider operates for it, 
and use the total number as its operational overhead

• Maximize the service provider’s profit = The total profit -
the total deployment cost.



Problem Description
Dynamic SFC Deployment and Readjustment
• To maximize the profit, the service provider needs to 

utilize both the IT and bandwidth resources properly, i.e., 
deploying vNFs adaptively in the DCs, and setting up 
routing paths intelligently to connect the vNFs for 
formulating the required SFCs for users.



Problem Description

 Previous Service: the in-service User 1 
accesses the network from Switch 4 and 
takes an SFC as vNF 1→vNF 2. Hence, 
to set up the SFC for User 1, the service 
provider deploys a vNF 1 and a vNF 2 on 
DCs 3 and 1

 Current Service: A new User 2 joins at 
Switch 5 to request an SFC as vNF 
1→vNF 3 and the in-service User 1 
changes its access point to Switch 5 but 
its SFC stays unchanged.  service 
provider decides to migrate the vNF 1 to 
DC 5 where it can be efficiently shared 
by Users 1 and 2, and deploys a vNF 3 
on DC 6 for User 2.



ILP FORMULATION

Π

u s(pi)

v  d(pi)

ππ
e

δe,π= 1



ILP FORMULATION















ILP FORMULATION
NP-hard problem
• Be = +∞, ρ2 = 0 bandwidth constraint is ignored
• Secondly, we apply the restriction that both the number of 

supported vNF types in the network and the number of 
vNFs in the SFC of each user are 1. Lastly,

• we apply the restriction that Hmax = +∞.



CG Approach

• Decomposing the original problem into a 
master problem and a pricing problem

• Solving them in iterations to obtain the 
near-optimal solution to the original 
problem



Initialize

Relaxation?
How to generate column?



CG Approach

• a solution to our problem is just a 
combination of certain feasible SFC 
provisioning schemes of the users

• denote a feasible SFC provisioning 
scheme of a user as a column c

• Q ≥ 0 means that the objective of the 
original problem cannot be reduced 
anymore



Master problem



Master problem





Pricing problem









Relaxation?
How to generate column?



PERFORMANCE EVALUATION 
AND DISCUSSION

• small six-node one as shown in Fig. 1 
and a practical NSFNET topology

• Use the 5-shortest paths between two 
nodes in the NSFNET topology to replace 
the total paths when using the proposed-
CG model.

• assume that the DCs are all light-weighted 
ones  and they are randomly distributed
in the topologies, which means not all the 
switches have local DCs.



PERFORMANCE EVALUATION 
AND DISCUSSION

• The DCs’ IT resource capacities are
• uniformly distributed within [30, 35] units
• Bandwidth capacities of each physical 

links are randomly selected within [25, 30] 
units. 

• The upper-limit on the service provider’s 
operational overhead (i.e., Hmax)  is set 
within [30, 60] for each service time



PERFORMANCE EVALUATION 
AND DISCUSSION

• treat the costs of IT and bandwidth 
resources equally in the optimization, and 
thus the simulations use ρ1 = ρ2 = 1 in the 
objective.

• The network with the six-node topology 
can support 4 vNF types, while the one 
with the NSFNET topology can support 5 
vNF types.



PERFORMANCE EVALUATION 
AND DISCUSSION

• For each vNF type, the IT resource 
consumption of a vNF is within [5, 8] units 
and each can serve 3 to 5 users at most.

• The number of vNFs requested on the 
SFC by each user is assumed to be 
uniformly distributed within [2, 4] and [2, 
5] for the six-node topology and the 
NSFNET topology, respectively.



PERFORMANCE EVALUATION 
AND DISCUSSION

• For each vNF type, the IT resource 
consumption of a vNF is within [5, 8] units 
and each can serve 3 to 5 users at most.

• The number of vNFs requested on the 
SFC by each user is assumed to be 
uniformly distributed within [2, 4] and [2, 
5] for the six-node topology and the 
NSFNET topology, respectively.



PERFORMANCE EVALUATION 
AND DISCUSSION

• the bandwidth requirement on links is 
within [3, 5] units.

• To obtain sufficient statistical accuracy, we 
obtain each data point by averaging the 
results from 20 independent simulations.













Conclusion
• formulated a path-based ILP model to 

solve the problem exactly. 
• To reduce the time complexity, we 

designed a CG model, developed an 
approximation algorithm based on it and 
proposed an effective heuristic to further 
accelerate the problem-solving.

• CG-based approach significantly 
outperformed the benchmark algorithm in 
terms of the service provider’s profit and 
request acceptance ratio.
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