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* Since the network policy has not bh'upd'c'lu to reflect that the VM has been migrated, the
/ end-to-end traffic flow path will not be a shortest path.
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* Other ex dolicies can be placed in two

categories

® Virtualization and Consolidation

®* SDN-based policy enforcement
&
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PROBLEM MODELING

Networking components:
. CR: Core Router
M|§dlebox and AS: Aggregate Switch

Policy Controller S: Edge Switch

F1
Middleboxes:
F: Firewall
\ LB: Load Balance

IPS: Intrusion Prevention

System

Servers:
S$1~S3

Virtual machines:
v1i: Web server
v,: Data server

Flows:

_: Original flows

—l

-=-> Migrated flows

Z:Z} Migration decisions

.
=
'-'-0—--0—0- -o—._'_.’

Figure 1: Flows traversing different sequences of middleboxes in DC networks. Without policy-awareness, vy will be migrated
to sy, resulting in lon paths for flow |1 and wasting network resources.
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* V, is a web serv lient u. After a request is
received, V, will query a data server V., then V, performs a computation based on

data retrieved from V.. Then V, sends the results to the client.




C ontroller that

previous slides.

p1 =Au, LBy, %, 80, HI'TP} — {F\,LB,}

po ={u,v1,%,80, HI'TP} — {IPS;}

p3 = {2‘1. vo, 1001, 1002, T('P} — {LBQ [ng}
Pg = {1‘2. v1.1002. 1001, T('P} — {[PS'Z LBZ}
Py = {1‘1. ., 80, *HTTP} — {IPSILBl}

ps = {LBy.u.80,%, HTT P} — {}
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* Policy P. eve data. That data
server is protected ming from V, will need to traverse
IPS, and LB, '

® Policy P, & P,: After getting the data from the data server, the web server will send
® computed results back to the internet client. The response traffic will traverse IPS,
/3 and LB,. Then LB, forwards the traffic to the internet client. Since the traffic from V, is

destined for the Internet, it does not need to traverse firewall F,.
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r boundaries.

Lots of ’rrdffl da

Without policy considerations, ' 5 may be migrated to S,, so that the VMs are close to each
other. This will increase the route length of flow 3 in the figure and waste bandwidth.

Considering policy configurations and traffic patterns in the example and figure, V, should be
migrated to S,, to reduce the cost generated between V, and IPS.,,.
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* A Pollcy Con’rro er car rk admins to specify and update policies,

(f and distribute ’rhem to ’rhe correspondlng serches
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* L(n, n) is the  element of L(n, n) if the link is
on the path. i

* |f a flow from two VMs ma’rche.s'.aw 6i-y"m|.'m<'>u’ring path is:
Li(vi,vj) = L(vi, pi*)
O Z L(m/;i". 111/)(1;;1)

: Lout
mbk£poH

/ + L(pg**. vj)
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PrEP(vi,v;) €Ly (vi,vj)
Z (C L‘("i.-]);\;“) + 'y, (])i” I)Z“t)
pkep(l'j.l'j)
(Y, (out
Cr(Pr"v5))
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can mig S(vi) = f Semby) [
B mbreM Bin (v; UM Bovt(v;)

* S(v,) is all servers that can be reach:

2d by v, so these are possible destinations j

where v. can be migrated to.
@

%

* The vector R; denotes the physical resource requirements of VM v,
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* Consider illocated server to another

server, the feasible space of candidate servers for vi is characterized by:

S=GIl > Rt R Hyd e 5o
O v EA(S)




Ci(si) =Y. Crlvnpf)+ > Crlvi.pg™)

PrEP(vi,*) prEP(%,v;)

| ation hosts
CPU registers

el

® There are three p B e tmination phase,
and stop-and-copy phase. e

1 — (]?v:,,.f’L)nnLl

- 1-(R /L)

®* The estimated migration cost is: C(v;) =M
O

her — ; Cor T-L ‘ X-R
/) where n = min([logp,, 37|, [loggr/ L W—lﬁ)h




* The Policy- ,_-f.ined below:

Definition 1. Given the set of VMs V, servers S, policies P,
and an initial allocation A, we need to find a new allocation
A that maximizes the total utility:

max U, . 4

/3 A(v;) € S;,Yv; €V
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1\\; PROBLEM MODELING

The following theorem proves that the PLAN
problem is NP-Hard.

Theorem 1. The PLAN problem is NP-Hard.

Proof: To show the non-polynomial complexity of
PLAN, we will show that the Multiple Knapsack Problem

(MKP) [19], whose decision version has already been proven
to be strongly NP-complete, can be reduced to this problem
in polynomial time.

Consider a special case of allocation Ag, in which all VMs
are allocated to one server s, then the PLAN problem is to
find a new allocation A for migrating VMs that maximizes
the total utility U, _, ;. We denote S = S\ {so} to be
the set of destination servers for migration. For a VM wv,,
suppose the computed communication cost induced by v; on
all candidate servers is the same, i.e., C;(5) = 9;,Vs € 5,
where 0; is a constant. Consider each VM to be an item

with size R; and profit U(A(v;) — 5) = C;(A(v;)) — 6; —
Con(v;), each server s; € S” to be knapsack with capacity
H;. The PLAN problem becomes finding a feasible subset
of VMs to be migrated to servers S’, maximizing the total
profit. Therefore, the MKP problem is reducible to the PLAN
problem in polynomial time, and hence the PLAN problem
is NP-hard.
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® Conclusion
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IT,, + 7 time, where 7 is a random value

srver. The

st
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rhich can accept

requatt 2 corresponding server and

prepare for migratio

* Several control messages i" ‘b’e"dn‘g';'ed for both PLAN-VM and PLAN-Server.




/* Triggered every T,,, + 7 periodx/

* sendMsg(type, destination, resource) sends a control 1: L=0
2: DECISION-MIGRATION(v;. L)

message to the destination. 3 loop
4 msg < getMsg()
5 switch msg.type do
6: case reject
7
8
9

1\\; PLAN ALGORITHMS T

* getMsg() reads these messages when received.

* The request message is a probe from VM to a destination
L = LU {msg.sender}
DECISION-MIGRATION(v;, L)

: : . case accept
* |If the server accepts the request from distant VM, a migrate 10: sendMsg(migrate, msg.sender, R;)

server for migration. A server can respond by sending back
accept or reject message

11: perform migration: v; — s

message will be sent back as confirmation

* For each VM, the algorithm starts checking feasible servers 12: end switch

13: end loop
for improving utility by calling Decision-Migration()

* This function will find a potential destination server for the 14: function DECISION-MIGRATION(v;, L)

. Y 15: s0  A(v;)

VM to perform migration 16: S; + feasible servers in Equation (4)

* A blacklist L is maintained to avoid repeat requests to 17 X e argmaxes,\, U(A(vi) = @)
) 18: if X #0 && sp & X then

servers that have already rejected the VM. 19: s < the one with most residual resources in X

* If a feasible server accepts the VM’s request, it will be 20: | sendMsg(request, s, I?;)
. 21: else
migrated to that server. 22: exit > exit whole algorithm if no migration

23: end if
24: end function
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1\\; PLAN ALGORITHMS

For each server, PLAN-Server keeps listening for
incoming migration requests from VMs.

For a request from VM v,, server s; will check its
residual resources and send back an accept message if
it has enough resources to host v..

Otherwise, it will send a reject message to the VM v..

Algorithm 2 PLAN-Server for s;

I: loop
msg < getMsg()
switch msg.type do
case request
v; = msg.sender
R; = msg.resouce

if kaeA(sj) Ry + R; < H; then
sendMsg(accept, v;)
else

sendMsg(reject, v;)

end if

case migrate

if kaeA(sj) Ri+ R; < H; then
provisionally resource reservation etc.

else
sendMsg(reject, v;)

end if

end switch
19: end loop
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® The PLAN Scheme in Algorithms 1 and 2 can decrease the total communication

cost and will eventually converge to a stable state.

Theorem 2. Algorithms 1 and 2 will converge after a finite
number of iterations.

Proof: The cost of each VM wv; is determined by its
hosting server and related ingress/egress middleboxes in
M B*(v;) and M B°“t(v;). Hence, under the policy scheme
described in the previous section, the migrations of different
VMs are independent. Furthermore, each time a migration

occurs in line 11 of Algorithms 1, say, A(v;) — s, the
utility gained from the migration is always larger than
zero, i.e., U(A(v;) — s) > 0. Thus, the total induced
communication cost, which is always a positive value, is
strictly decreasing while VMs are migrating among servers.
So, the two algorithms will converge after a finite number
of steps. H
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® Even though traffic | r the VM, a best server can still be
chosen by considering traffic of all policies for the VM equally,

®* The migration cost is O during initial placement.
® ; . —
® The destined server to host v, is  EIE:SHENSEPREAE)
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®* Inthe s as an average 10 random

outgoing socket conr

B

®* A VM migration will only bémvgil when "r’dllv'ge’r host has sufficient resources and bandwidth,

(f which is considered to be a feasible server.
O




stination.

® S-CORE is similar to PLA y aware VM management scheme.

®* S-CORE is a live VM migration scheme that reduces communication cost by
O consolidating VM'’s, but it does not consider network policies when doing so. A
/ positive utility, communication cost outweighs migration cost, and the server can host

the VM, is all that is required for a VM migration to take place under this scheme.
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Figure 2: Performance of PLAN
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* Nearly 6 e their communication cost

by as much as 40%. Im e significant when VMs are allocated

randomly at initialization. i
O




> VM needs to

mlgra’re ‘hree o

(f ® Low cost, low overhead initial plqcemen’r can significantly reduce overhead.
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®* The following figure shows the snapshot of VM allocations at both the initial

and converged states of PLAN.

o
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: | —+—Converged State
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# of VMs per Server

Figure 3: VMs clustering on servers at different states
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® The following figure shows the overall communication cost reduction (measured
in terms of number of bytes using network links), average end-to-end route

length, and link utilization for all layers for all three schemes.

®
Lo

——Edge Layer (PLAN-RIP) ’ ——Edge Layer (PLAN)
——Aggr Layer (PLAN-RIP) —e—Aggr Layer (PLAN)
——Core Layer (PLAN-RIP) [ ) booq —+—Core Layer (PLAN)
-=-Edge Layer (S-CORE)
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Figure 4: Performance comparison of PLAN and S-CORE VM migration schemes
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je oute length can be
y as much as 10.08% by PLAN,

G
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reduced 155% :
while S- CORE only reduces the average route eng’rh by only 4.22%.

® Both parts a and b in the figure show that PLAN can optimize network-wide
communication cost by localizing VMs that frequently communicate with each other,
/3 which reduces the length of the end-to-end path.




o Fart ~Ol oy 4.6 and 4.8%,

respectively.

® The figure also shows that PLAN’s initial placement algorithm can improve
@ S 5 i
communication cost, route length, and link utilization.
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®* The following figure shows the algorithm’s performance results when policies

are changed at different time intervals, 50s, 100s, and 150s and after the

algorithm had initially converged.
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(a) Change of total communication cost (b) Change of route length

Figure 5: Performance of PLAN with dynamic policies.




* The same C 1dde d at 100s and then

policies are modified at ome policies produces new policy-free

traffic flow so PLAN can Iocqllze ’rhelr hos’rlng VMs, which improves bandwidth.
O ® Core-layer link utilization is reduced when some policies are disabled at 50s.
/3° These results show that PLAN is highly adaptive to dynamism in policy configuration.
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es (pswitches).

o proposed middlebc _architecture, CoA b, actively consolidates middlebox

features and improves mlddlebox u’rlllza’rlon which reduces the number of
required middleboxes.
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. FIowTags evera ility and guarantees

correctness of pollcy enforcement.
®* These proposals do not consider VMs migration, which risks policy violation
/ and reduced performance




Ebe“ ddin

®* PACE only considers one-off VM placement in onjunction with network policies. So it

(f does not further improve resource utilization in the face of dynamic workload:s.
@
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* An optimization problen BB ration wos modeled. This
; Ll g
problem is NP-Hard. — o

®* Based on experimental results, PLAN can reduce network-wide communication cost by
38% over diverse aggregate traffic loads and network policies.

/)‘ It is adaptive to changing policy and traffic dynamics.




