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Abstract

• VNF – Virtual Network Function.

• Implementation of network functions/middleboxes – Eg., Firewall, 
Intrusion Detection System, WAN optimizer etc.

• Most of the existing researches focus only on optimal placement of VNFs.

• This project provides effective solutions to VNF/middlebox replication 
problem for Fat-tree data centers.

• Heuristic algorithms: Closest Next Middlebox First (CNMF), Exhaustive 
MiddleBox Replication(EMBR), Traffic-Aware VNF Replication (TAVR).

• EMBR and TAVR accomplish better energy-efficiency.

• TAVR outperforms EMBR by approximately 12% with increase in 
middlebox types and communicating VM pairs .
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Introduction

• What is NFV ?
 Network function virtualization (NFV) is an

innovative network architecture paradigm.
 Consolidates many network equipment types

onto industry standard high volume servers,
switches, and storages.

 NFV is based on the concept of Virtual network
Functions(VNF).

• What is VNF?
 Abstract building block to process network

traffic to accomplish a task. Eg., firewall, IDS etc.

• Why are virtualizing network functions significant?
 VNFs were previously dedicated hardware
 Cost-effective, open interface, flexibility, energy-

efficient, rapid service.

• What is service chaining?
 An ordered list of network functions to

serve a network traffic.
With VNFs, easy implementation, on-

time recovery, more automation and
quick software upgrades are possible.
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Project Schedule
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Specification of Requirements

• NFV allows us to organize network functions, like building blocks to create
communication services that can be deployed quickly and allow increased
growth.

• Software Defined Networking (SDN) paired with NFV can reduce costs for
service providers.

• Placing replicas of the service chain in the network greatly helps to load
balance as well as serve as backups.

• The ultimate goal of this project is to design and implement efficient
algorithms to create multiple copies of an ordered sequence of virtual
network functions in the Data Center Network such that minimum cost
flow is ensured along with providing dynamic provisioning, load balancing
and high availability.
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Middlebox Replication Problem (MRP)

• There are m middleboxes (of different types) M = 
{mb1, mb2, ..., mbm}, where mbi (1 < j < m) is 
located at switch SWj ϵ Vs = {SW1, SW2, ...., 
SW|Vs|}. 

• Vs is the set of switches holding the replicas of the 
middlebox instances distributed across the 
network. 

• Each switch has a capacity, indicating number of 
middleboxes it can store. The capacity of switch 
SWi is cap(k). 

• The objective of MRP is to replicate middleboxes 
and place them onto switches such that the 
capacity constraint is satisfied and also when 
each communicating VM pairs traverse to one 
instance of mb1, mb2, …mbm, each in that order, it 
results in minimum communication cost .
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MRP Problem Formulation

• Phase 1: Efficient Replication
• Select a set of switches Sj = {S1, S2, S3.. Sm}, where Sj is the set of switches that stores an instance of 

mbj.
• The objective of MRP is to find host switches under the constraint that switch SWk (1 < k < I Vs I) does 

not store more than cap(k) middleboxes.

• Phase 2: Choosing best middlebox sequences for each Virtual Machine(VM) pair
• For each VM pair (vi , vi’), find the sequence of switches mbi,1 ϵ S1 U {SW(1)}, mbi,2 ϵ S2 U {SW(2)}, etc.  

and finally, mbi, m ϵ Sm U {SW(m)} to traverse in that order to visit each middlebox instance, such that 
total communication cost is minimized.

• Expected solution:
• Communication cost for one VM Pair:

Ci
r = c(S(vi), mbi,1) +σ𝑗=1

𝑚−1 𝑐(mbi, j, mbi, j+1) + c (mbi, m, S(vi’))

• For ‘p’ Vm pairs, the communication cost is :
Cr= σ𝑖=1

𝑝
𝐶i

r = c(S(vi), mbi,1) +σ𝑗=1
𝑚−1 𝑐(mbi, j, mbi, j+1) + c (mbi, m, S(vi’))

• The objective is to obtain the middlebox distribution under capacity constraints and with Cr
min .
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Background/Literature Review

• Industrial/ Practical applications:
Communication Service Providers spend huge amounts of money buying and 

maintaining specialized network hardware; thus, companies such as AT&T, Sprint, 
CenturyLink and other global CSPs have been receiving much of the attention from 
vendors who are working on NFV solutions [8].

• Related Existing Researches on VNFs:
 Optimal VNF Placement [5]:

➢ Sampling based approach using markov chains.
➢ Reducing state space of feasibilities.

 VNF replication for providing load balancing [4]:
➢ Focus only on load balancing and not in optimized use of resources and link cost.

 Optimized VNF replication across distributed data center for mobile networks [6]:
➢Very similar intention like ours but optimization is considered across data centers.
➢Algorithms are suitable only for mobile networks.
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Network Architecture

1. NFV Architecture • The NFV architecture is basically 
described by three components: 
Services, NFV Infrastructure (NFVI) and 
NFV Management and Orchestration 
(NFV-MANO).

• A Service is the composition of VNFs 
that can be implemented in virtual 
machines running on operating systems 
or on the hardware directly. 

• The hardware and software resources 
are provided by the NFVI that includes  
computing, storage, networking etc. 

• NFV-MANO is composed by the 
orchestrator, VNF managers and 
Virtualized Infrastructure Manager.
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Network Architecture (contd.)

2. Architecture of Fat-tree topology • Fat Tree topologies are popular for their
nonblocking nature, providing many
redundant paths between any 2 hosts.

• A Fat Tree consists of k pods, each containing
two layers of k/2 switches namely edge
switches and aggregation switches.

• Each k-port switch in the lower layer (edge
switch) is directly connected to k/2 hosts.

• Each of the remaining k/2 ports is connected
to k/2 of the k ports in the aggregation layer
of the hierarchy.

• There are (𝑘/2)2 K-port core switches. Each
core switch has one port connected to each
of the k pods.

• Thus, in total there are 5𝑘2/4 switches in the
network. Also, fat-tree topology supports
connecting 𝑘3/4 physical machines or hosts
to the edge switches. 11



Design

• Methodology – Object Oriented Design(OOD)

• Reasons – To avail various OO paradigms like
• Encapsulation, Inheritance, Polymorphism

• Aggregation

• Classes or Entities
• Device

• A common class/entity that might be instantiated for a server/switch.

• Fat-Tree
• The class whose object is the object of the fat-tree network based on ‘K’ value from user 

input. The Fat-Tree class aggregates an array of Device class objects.

• Proposed Algorithm
• Every proposed algorithm is implemented as a separate class aggregating Fat-Tree class.
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The Device class
class Devices{ 

 int DeviceID; 

 int capacity;  

 boolean isServer; 

 int podID; 

// boolean isVirtual; 

 ArrayList<Integer> VM; 

 ArrayList<Integer> MB; 

 ArrayList<Integer> mb_preference_list; 

 ArrayList<Integer> neighbors; 

 final static int Server_Capacity = 10; //# of VMs a server holds 

 final static int Switch_Capacity = 1;  //# of MBs a switch holds 

 Devices(int id, int capacity, boolean isServer){ 

  this.DeviceID = id; 

  this.capacity = capacity; 

  this.isServer = isServer; 

  this.neighbors = new ArrayList<Integer>(); 

  if(this.isServer){ 

VM = new ArrayList<Integer>(); 

   mb_preference_list = new ArrayList<Integer>(); 

   MB = null; 

  } 

  else{ 

   VM = null; 

   mb_preference_list=new ArrayList<Integer>(); 

   MB = new ArrayList<Integer>(); 

  } 

 } 

} 
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The Fat-tree Class

Then, the Possible operations on the fat-tree
network were implemented as the methods of
FatTree class. For eg.,
• Create a barebone fat-tree network based

on the given ‘K’.
• Randomly distribute the virtual machines

across the servers.
• Randomly pair up different virtual

machines.
• Place one original sequence of middlebox

instances on the network.
• Calculate the cost or distance of every node

from every other node in the network.
• Calculate traffic flow cost when traffic flows

between one VM and another in a VM pair.
• Reset the fat-tree network to its initial state.

14



The Proposal Framework

• Proposed Algorithms:

1. Random Replication Algorithm

2. Closest Next Middlebox First Algorithm

3. Exhaustive Middlebox Replication Algorithm

4. Traffic-Aware VNF Replication algorithm

• Pre-requisites/constraints:

1. Expects a fat-tree network with three tiers and (5 𝑘2 /4) switches and (𝑘3 /4 )servers.

2. Expects network functions to be service chains.

3. Maximum possible replications Rmax is set to 5k2/4m. This can be changed as needed.
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Random Replication (RR) Algorithm

• Input:
1. K – Number of ports 
2. F – An object of FatTree network
3. M – Number of middlebox types
4. C – The original sequence of the service chain
5. P – The VM pairs placed on the physical machines of the network

• Algorithm:
1. For every middlebox type in the service chain {mb1, mb2 ,…mbm},
2. If the current middlebox type mbx’s replica count has not reached Rmax,
3. Randomly choose a switch as host for mbx.
4. If the chosen switch’s capacity satisfies the capacity constraints of  mbx, place 

the replica copy of mbx on that switch.
5. Else, go to Step 3.
6. If all middlebox types have Rmax replicas, stop the algorithm.
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Random Replication (RR) Algorithm (contd.)

• Explanation:
 Every middlebox type is ensured to have Rmax replicas in the network provided all 

switches satisfy the capacity constraints. 
 The host is randomly chosen by only considering the capacity of the host.
 Once, random replica copies of all middlebox types are thus placed across the 

network, every VM pair can choose a random service chain to send traffic from 
source to destination. 

Though random procedures can work well at times, they are not always reliable. 
Random Replication algorithm can only be used in scenarios where VM pairs 

communicate very rarely and energy conservation is not significant.

• Time-Complexity:
O (Rmax * M*5K2/4) => O (K4). This is the worst-case execution time for the Random 

Replication algorithm. In the best case, where every switch it randomly chooses for 
the first time is the correct host for a middlebox type mbm, the time complexity is O 
(K2).
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Closest Next Middlebox First(CNMF) Algorithm
• Input:
1. K – Number of ports 

2. F – An object of FatTree network

3. M – Number of middlebox types

4. C – The original sequence of the service chain

5. P – The VM pairs placed on the physical machines of the network

• Algorithm:

1. Initialize a property called next closest middlebox to every VM pair as 
original mb1.

2. Initialize next closest middlebox to every middlebox up to mbm-1 in the 
original sequence. That is for mb1, set the closest next middlebox as mb2, 
for mb2 the closest next middlebox is mb3 etc.

3. For placing every replica copy ‘R’ from {1, 2 ,.…Rmax},

4. For every middlebox type ‘M’ in the service chain {mb1, mb2 ,…mbm},

5. For every switch ‘S’ as host in the fat-tree network,

6. If the chosen switch’s capacity ‘cap’ satisfies the capacity constraints,

7. For All ‘P’ VM pairs in the network,

8. Choose closest next middlebox of every device up to mbx.

9. From all available mbx+1, choose closest mbx+1 to current mbx.

10. Choose closest next middlebox from chosen mbx+1 to mbm.

11. Send traffic via all ‘P’s using the service chain obtained from step 8-10.

12.       If the switch ‘S’ yields the minimum overall 
cost for that middlebox type ‘M’, place ‘M’ on ‘S’ 
and decrease its available capacity.
13.       If mbx is mb1,

For all ‘P’, check if current mbx can be 
set as closest next mb1

14.         Else,
For all ‘R’ replicas of mbx-1, check and 

set if mbx is the closest next
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Comparison of base and SC(Service Chain) 
paths during replication process

Pair 1 base path

Pair 1 SC path

Pair 2 base path

Pair 2 SC path
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Closest Next Middlebox First Algorithm(contd.)

• Explanation
 The algorithm replicates middlebox instances one by one by placing a middlebox instance 

(mbx) in a node closest to one of the copies of mbx-1 instances. 
The node that hosts an mbx is chosen to yield the lowest overall traffic-flow cost on the 

network. 
VNF replication using this method successfully places at least one copy of a middlebox type 

on every node on the network.
When all the nodes in the network have a copy of a VNF instance, the replication is done. 
Then, each VM pair is assigned to its closest service chain for relaying traffic.
Shortest path may not be the best solution in all cases. This algorithm can be tremendously 

useful when quick set up is required.

• Time Complexity
O (Rmax * M*5K2/4 *(2P+Rmax)) => O (PK4+K6) which is approximately O(K6). This is the 

execution time for the algorithm. 
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Exhaustive MiddleBox Replication (EMBR) Algorithm

• Input:
1. K – Number of ports 
2. F – An object of FatTree network
3. M – Number of middlebox types
4. C – The original sequence of the service chain
5. P – The VM pairs placed on the physical machines of the network

• Algorithm:
1. For placing every replica copy ‘R’ from {1, 2, .…Rmax},
2. For every middlebox type ‘M’ in the service chain {mb1, mb2 ,…mbm},
3. For every switch ‘S’ as host in the fat-tree network,
4. If the chosen switch’s capacity ‘cap’ satisfies the capacity constraints of mbx,

5. For All ‘R’ middlebox replica copies of {mb1, mb2…mbx-1},

6. For All ‘R-1’ middlebox replica copies of {mbx+1, mbx+2,…mbm},

7. For All ‘P’ VM pairs in the network,
8. If the switch ‘S’ yields the minimum cost for that middlebox type ‘M’, place ‘M’ on ‘S’ and decrease its 

available capacity.
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Exhaustive MiddleBox Replication (EMBR) Algorithm 
(contd.)

• Explanation:
In this algorithm, we exhaust all possible combinations of middlebox 

instances so as to achieve the ideal or perfect result. 
The only drawback of this algorithm is its convergence time.
However, it is commonly known that network orchestration for Quality of 

Service (QoS) services is time consuming during the initial set up, but once it 
is set up and is running, the service remains unaffected until disabled 
deliberately by the network administrator.

• Time Complexity:
O (Rmax * M*5K2/4 *Rmax*Rmax *P) => O (PK8/M2). Although the execution time 

is longer than CNMF, reduction in traffic cost is greatly achieved.
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Traffic-Aware VNF Replication (TAVR) Algorithm
• Input:
1. K – Number of ports 

2. F – An object of FatTree network

3. M – Number of middlebox types

4. C – The original sequence of the service chain

5. P – The VM pairs placed on the physical machines of the network

• Algorithm:
1. For all ‘P’ VM pairs associate them to their respective traffic frequency group                                              

in {0,1,2,3}  based on their frequency of communication per time unit.

2. Calculate the probability distribution for each traffic group as follows:

3. Probability distribution of a group G = (Number of VM pairs in G/ P) where P                                                 
is the total number of VM pairs available in the network.

4. For every group G, calculate the number of replications that can be allocated                                                
to that group by using the following formula:

5. Number of replicas(Rg) for a group G = Probability distribution of  G * Rmax

6. Thus, for G={0,1,2,3},  R0+ R1+ R2+ R3= Rmax.

7. For every group G,

8. For every possible replica ‘R’ within the group from {1,2…Rg},

9. For every middlebox type ‘M’ in service chain from {mb1, mb2 …. mbm} ,                    

10. For every switch ‘S’ as host in the fat-tree network,

11. If the chosen switch’s capacity ‘cap’
satisfies the capacity constraints of mbx,

12. If mbx is mb1, create a temporary
service chain from original service chain
with mb1 being mbx.

13. Else, create a service chain from
{mb1,mb2…mbx-1} from the current replication
‘R’, retain mbx and choose {mbx+1,….mbm} from
original service chain.
14. For all Pg VMpairs belonging to that
group G,
15. If current mbx yields the minimum
overall traffic cost which is expected to be
lesser than or equal to the original cost
yielded by the service chain before replication,
place ‘M’ on ‘S’. 23



Traffic-Aware VNF Replication Algorithm (TAVR) 
(contd.)
• Explanation:

 The VM pairs after being placed on their respective host servers are associated to a traffic class group based on 
their rate or frequency of communication.

 This algorithm categorizes the VM pairs under 4 groups namely ‘Very Frequent Communicators’, ‘Frequent 
Communicators’, ‘Medium Communicators’ and ‘Rare communicators’. 

 Each traffic group has its own distribution count as well. For example, one of the frequency distribution is 
[40%,45%,12%,3%].

 Number of replications allocated in favor of a traffic group is determined by the probability distribution of that 
traffic group and by the frequency of communication between each VM pair in the traffic group. 

 This replication is done in the order of priority of the traffic group; most frequently communicating VM Pairs are 
given the highest priority. 

 The primary advantage of this algorithm is the efficient replication of VNFs based on expected traffic flow.

• Time-Complexity:
 O (G * Rmax*M*5K2/4 *P) => O (G * (5K2/4M)*M*(5K2/4) *P) =>O (GPK4). This algorithm performs better than all 

proposed algorithms. Once the replicas are set up, a service chain preference list can be created for all VM pairs to 
choose a best service chain for each VM pair. To do that the execution time would be O(PRmax). Instead, it could 
also be set in Step 11-12 by checking if the current traffic cost is the minimum traffic cost yielded so far for the 
pair ‘p’. 24



Performance Evaluation

The parameters that are configured in the network during the 

simulations are as follows:

 K = 4 and 8

 P = 100, 200, 300, 400, and 500

 m = 3, 5 and 7.

• ‘K’ is the number of switch ports in a k-ary fat-tree. 
• ‘P’ is the number of VM pairs residing on the physical machines 

connected to the edge switches.
• ‘m’ is the number of middlebox types in the service chain. The 

average traffic cost for each case are plotted as graphs (column 
charts).

• Each algorithm was run ten times and average traffic cost were 
logged in Microsoft Excel’s worksheet as shown.

• Excel’s inbuilt function STEDEV.S was used to compute the 
standard deviation in the trials. CONFIDENCE is Excel’s inbuilt 
function to compute the Confidence Interval (CI).

• CI = CONFIDENCE (alpha, standard_dev, size).
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Comparative Evaluation
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Comparative Evaluation (Contd.)
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2. Performances of algorithms with an average values of m and k ; m=5 
and k=8.
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Comparative Evaluation (Contd.)

3. Performances of algorithms with large values of m and k ; m=7 and 
k=8.
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Plots for K=4
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Computations from Simulation Parameters:

• K: 4

• Number of switches: 5k2/4 = 5*16/4 = 20

• Number of servers: k3/4 = 4*4*4/4   = 16

• Traffic Cost in the network:  C = σ𝑖=1
𝑝

𝐶i = c(S(vi), mbi,1) +σ𝑗=1
𝑚−1 𝑐(mbi, j, mbi, j+1) + c (mbi, m, S(vi’)) , where 

p={100,200,300,400,500}, m={3,5,7} 29



Plots for K=8
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Computations from Simulation Parameters:

• K: 8

• Number of switches: 5k2/4 = 5*64/4 = 80

• Number of servers: k3/4 = 8*8*8/4   = 128

• Traffic Cost in the network:  C = σ𝑖=1
𝑝

𝐶i = c(S(vi), mbi,1) +σ𝑗=1
𝑚−1 𝑐(mbi, j, mbi, j+1) + 

c (mbi, m, S(vi’)) , where p={100,200,300,400,500}, m={3,5,7}
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Analysis on Individual Performance

The “Random” one

Random Replication(RR) is useful in cases where only load balancing is important and over all traffic 
cost can be compromised, i.e., having replica copies just for the purpose of high availability. It doesn’t 
guarantee reduced traffic cost.

The “Quick” one

While Closest Next Middlebox First (CNMF) has a low convergence time and it does provide reasonable 
results, choosing the shortest path within the service chain doesn’t always yield the overall traffic cost.

The “Ideal” one

There is no chance Exhaustive MiddleBox Replication(EMBR) misses the best cost yielding service chain 
because all combinations are explored. The only drawback of this algorithm is convergence time. But 
the algorithm has to be done for only initial set up or during a change in the network. It doesn’t require 
to be run in an everyday basis. 

The “Efficient” one

Traffic-Aware VNF replication algorithm is very efficient in scenarios where expected traffic flow among 
the VM pairs is already known. It outperforms EMBR by 12%-15% with an increase in m and p. If there 
are rare cases where no other distribution of VNFs can yield a cost lesser than or equal to the original 
cost, then TAVR doesn’t place any replica in the network and that is the only drawback with this 
algorithm. 
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Comparative Analysis Report
Attributes/Algorithms RR CNMF EMBR TAVR

1. Execution time 

(w.r.to K)

O (K4). O(K6). O(K8). O(K4).

Advantages 1. Quick and easy way.

2. Load balancing achieved.

1. Reliable in cases where the closest

VNFs serve as the best service chain

1. Ideal algorithm that doesn’t miss the best

cost for overall traffic flow cost as all

combinations of VNFs are explored to form a

service chain.

1.Best result yielding algorithm in typical

networks were traffic flow is known already.

Disadvantages 1. Unreliable in terms of energy

efficiency.

1. Not consistent results 1. Long convergence time. 1. Replicas cannot be placed if none of the

possible replicas can yield a cost lesser than

original traffic cost.

Performance 1. Average traffic cost keeps getting

larger with increase in m, k and p.

1. Although it doesn’t perform as good

as EMBR/TAVR, with the increase in m

and k, it performs better and closer to

EMBR because with more middlebox

types and switches that hold these

middleboxes, the shortest path is

more often the best path.

1. EMBR performs the best among all

algorithms. It performs slightly lower than

TAVR in few cases as EMBR can have replicas of

service chain which may produce a cost greater

than original service chain. Also, for every

replica, it is checked if it is optimal for all VM

pairs. EMBR provides consistent results with

increase in m, k and p values.

1. TAVR performs close to EMBR or at times

better, as TAVR places replicas which always

yield traffic cost lesser than original service

chain’s traffic cost. Also, every replica has to

be evaluated only for the traffic group of VM

pairs it belongs to. So, with increase in m, k

an p, TAVR yields the best result.

32



Future Work

• All algorithms discussed in this project primarily works for fat-tree network. The 
authors of [6] have worked on core mobile network. There are other widely used 
Data Center topologies like DCell, Leaf-Spine, Butterfly, Jellyfish etc. These 
algorithms can be improved to make them more generalized. 

• Also, the four algorithms that were implemented, only performed VNF replication 
for service chain scenarios. As discussed in design and analysis, there could be 
cases where the middleboxes do not have to be visited in a particular order.  

• Non-Sequential Middlebox Replication Algorithm is implemented although out of 
scope of service chain scenario but it is not extensively tested for efficiency unlike 
other service-chain algorithms. Also, instead of basing the non-sequential 
replication on node preference, there can be better solutions as well.

• The algorithms discussed here also do not include scenarios where different 
communicating VM pairs have different service chains of different lengths. If the 
VNFs are not combined as service chains, then a middlebox prioritization scheme 
is to be used to prioritize middlebox instances based on their demand on the 
network and the replication must be done accordingly.

• As we keep bringing in different dimensions like the above mentioned to the 
replication problem, there is indeed a vast scope of extension and improvement 
to this project.
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Conclusion

• With the ever-growing Data Centers, it is very important to maintain the 
quality of service and reduce the operational and network cost as well.

• The algorithms developed and tested during this project are highly 
efficient in ensuring minimum cost flow in Data Center Networks in which 
the traffic flow of any traffic type between the communicating VM pairs 
must be processed by several network functions.

• Pertaining to reduced overall cost, Traffic-Aware VNF replication 
outperforms others in a network in which expected traffic flow is given.

• Exhaustive Middlebox Replication algorithm is more generalized and an 
ideal solution to achieve the optimal average traffic cost in the network.

• EMBR and TAVR perform very closely in most cases but with increase in 
number of middlebox types and number of communicating VM pairs, TAVR 
outperforms EMBR by 12%-15%. 

• These algorithms when implemented with other proposed solutions in 
future research directions, add more value to the future of Network 
Function Virtualization coupled with Software Defined Networking. 34
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