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Overview 

● Get rid of the 
heuristics.

● Optimize 
Execution time.

2



Simulations

● All simulations done on Google  Cloud with an NVIDIA TESLA P100 GPU .

● Used TSPLIB https://tsplib95.readthedocs.io/en/stable/pages/usage.html#loading-problems

● Millions of runs for multiple instances of graphs such as Random Regular, Euclidean.

● Training time for MST: 90mins(12.9K graphs). Training time for TSP: 48hours(2M 

Graphs).
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https://www.run.ai/guides/cloud-deep-learning/google-cloud-gpu
https://tsplib95.readthedocs.io/en/stable/pages/usage.html


Results

1000 graphs with 1-1000 nodes, each instance run for 1000 times.
Running time of Encoder is under 2ms.
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Results
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Conclusion and Future Work

● Unified framework is provided using RL with GNN representation.

● Solves multiple problems over graphs such as TSP, MST, VRP, etc.

● Uses Line Graph to represent nodes and edges.

● Demonstrate linear running time.

● No heuristics needed.

● Decompose and solve.

● Use Meta Learning https://machinelearningmastery.com/meta-learning-in-machine-learning/
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https://machinelearningmastery.com/meta-learning-in-machine-learning/

