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Analysis Tool: Probability

* Elementary events (outcomes)

Suppose that in a given situation an event, or experiment,
may have any one, and only one, of K mutually exclusive
outcomes, e, €, ..., €.

* Universal set (the universe)
The set of all elementary events 1s called the universal
set and 1s denoted U = {e, e, ..., € }.

 Probability Pr of e 1s a function from U into reals such
that:

0<Pr(e)<1 forl<i<k;
Pr(e) + Pr(e,) + ... + Pr(e) =1



Event

* Let S JU. Then S 1s called an event, and
+ Pr(S)= 3., Pr(e)

* SureeventU={e,e, ..., e}, Pr(U)=1

* Impossible event O, Pr(0) =0

Complement event “not S” or —S: U — S,
Pr(—=S) =1 — Pr(S)

Note: Elementary event e is not an event.

{e} 1s.

(Events are sets of elementary events.)



Conditional Probability

* The conditional probability of an event S given an
event T 1s defined as

Pr(S | T)=Pr(S n T)/ Pr(T)
= (2en51 Pr(e)) /( 2.; Pr(e))
* Independent events

S and T are stochastically independent events (or
independent events) 1ff

Pr(S n T) = Pr(S) X Pr(T)



Random variable and their Expected value

* A random variable f 1s a function from U into reals.
- f(e) represents an outcome of event e.

* Expected value of a random variable

- Let f be a random variable defined on a set of

elementary events U. The expected value of f, denoted as
E(f), is defined as

E() = 2. H(e) X Pr(e)

- Some call it weighted average of f.

* Conditional expected value of a random variable
* E(t|5) =2, 1(e) X Pr(e[S) =

= Q.5 fe) X Pr(e | S)
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